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Abstract—The interconnected nature of cyber-physical networks gives rise to numerous engineering challenges and opportunities. An important challenge is the propagation of failure from one network to another, that can lead to large-scale cascading failures. On the other hand, self-healing ability emerges as a valuable opportunity where the overlay cyber network can cure failures in the underlying physical network. This paper extends an analytical framework established in a previous work to study the interaction of failure propagation and healing in cyber-physical networks. In particular, the case where propagation of failure in the physical network is faster than the healing response of the cyber network is investigated. Such scenarios are of interest in many real-life applications such as smart grid. The analysis results in a closed-form formula that captures the dynamics of failure propagation and healing in the network. In addition, it is shown that as the time goes by, the network reaches a steady state condition that would be either a complete healing or a complete collapse. Extensive numerical results are provided to verify the analysis and investigate the impact of the network parameters on the resiliency of the network. Particularly, it is shown that even small delays in cyber-nodes’ response to physical failures may significantly reduce the network resiliency.

Index Terms—Self-Healing Cyber-Physical Systems, Message Passing, Cascading Failure.

I. INTRODUCTION

The interconnected nature of cyber-physical systems creates numerous engineering challenges and opportunities. An important challenge is the contagion of failure from one system to another in a coupled network. Such contagion may lead to large-scale catastrophic failure triggered by a smaller failure, such as the 2003 blackout in the Northeastern United States. Here, the self-healing ability emerges as a valuable opportunity where the overlaying cyber network can heal failures in the underlying physical network. For example, after detecting the failure in the power system, smart grid exploits “self-healing” abilities such as control of the production and distribution of electricity to halt the damage instantaneously [1]. This paper employs an analytical framework to study the interaction of failure propagation and healing in cyber-physical systems, and provides extensive numerical results to investigate the role of network parameters in this interaction.

The study of interdependent networks was sparked by Buldyrev et al. [2], where a simple “one-to-one” interdependence model was considered. Several authors [3]–[12] then aimed to extend the findings of [2] to more realistic scenarios. Authors in [3], [6], [10] investigated the robustness of one-to-one interdependent networks after an attack happens in the networks. In particular, Schneider et al. [10] assumed that some nodes can work without inter-link connections, called autonomous nodes. The autonomous nodes then were chosen in such a way that the network reaches its maximum robustness. Authors in [4], [5], [7], [13] studied the behavior of interdependent networks through percolation theory. Parshani et al. [7] analytically proved that the reduction of coupling between networks leads to a change from a first-order percolation phase to a second-order percolation phase. A “regular allocation” algorithm was proposed [9] to allocate the same number of inter-links to each node. The authors proved that in terms of robustness i) such allocation is optimal for a network with an unknown topology, and ii) it is better to employ bi-directional inter-links than unidirectional links. Huang et al. [12] studied the influence of active small clusters appearing after an attack on the whole network performance. In particular, they obtained an upper bound for the fraction of operating active small clusters after a cascading failure.

The majority of above works apply percolation theory while focusing on the size of the remaining giant component after a cascading failure. On the other hand, self-healing, and its modeling and design advantages in cyber-physical systems have been mostly overlooked in the literature. Recently, authors in [14] and [15] suggested a healing process by creating new links after each node’s failure. However, they did not consider two issues. First, if a node fails, there is no strategy to recover the failed node. Second, creating new links is not always possible without considering a long amount of time, e.g., power lines in the physical network of the smart grid. To cover these points, we provided a self-healing algorithm in [16] that considers the functionality of all nodes in a cyber-physical system. To this end, we proposed a factor graph representation for cyber-physical systems (CPSs), where factor nodes represent network functionalities of cyber and physical nodes, and the edges capture the interactions between them. We then employed a fixed-point analysis using the concept of message-passing used in low-density parity-check (LDPC) codes to investigate the behavior of a self-healing CPS. During each iteration, some nodes would heal and some would fail due to the propagation of failure. In the analysis in [16], we assumed that each iteration is completely done in one time slot. However, in many real-life systems, if a failure occurs in a physical node, then the corresponding cyber node usually needs a few time slots to respond to the failure and heal the
physical node. This delay could be for a number of reasons, such as recovering data from the database, collecting data from other physical nodes, gathering information from neighboring cyber nodes, etc. Therefore, one iteration needs a few time slots to be accomplished.

In this paper, we apply density evolution (DE) analysis used in LDPC codes to study the behavior of a CPS in the presence of a processing-time delay. Our analysis shows that selecting network parameters could significantly impact on the resiliency of a cyber-physical network. Also, we find that as the number of iterations increases, the network reaches a steady state condition that would be either a complete healing or a complete collapse. Through extensive simulation results, we obtain the following:

1) As the number of iteration grows, the fraction of failed nodes in the system goes to a step function where “0” implies a completely healed network and “1” states a completely failed network.
2) The probability of failure propagation among physical nodes should be kept small to preserve the healing ability of the system.
3) If the processing-time delay takes more than a few time slots, the probability of complete healing will significantly reduce.
4) The healing ability of the system depends on the fraction of defected messages in the network. Even though the cyber nodes could still heal the failures, the effect of defected messages gradually outweighs the healing abilities of cyber nodes during message passing iterations.

The rest of this paper is organized as follows. Section II describes the system model, notations, and message passing in our model of CPS. Section III explains the density evolution analysis of the proposed message-passing algorithm in the presence of processing-time delay. Section IV is devoted to numerical results, and Section V concludes the paper.

II. NETWORK MODEL AND PROBLEM FORMULATION

This section presents our network model for both physical and cyber networks. It also describes our models for the initial disturbance, healing, and failure propagation within each network and between the two networks. These models are the same as in [16], which are reviewed here as they are essential to understanding the analysis in this paper. The message passing algorithm is also briefly described in this section, however, for a thorough review we refer the reader to [16].

A. Network Model

For our analysis, we consider random networks with given degree distributions as models of cyber and physical networks. This enables us to model random networks with arbitrary degree distributions such as scale-free networks with a power law degree distribution [17], and Erdős-Rényi random graphs with a Bernoulli degree distribution [18]. We define cyber (physical) degree of a node as the number of nodes in the cyber (physical) network connected to the node. In a similar fashion to LDPC codes, we use polynomials to represent the degree distributions of the networks. We denote by

\[ p(z) = \sum_{i \geq 1} \rho_i z^i, \quad \lambda(z) = \sum_{i \geq 1} \lambda_i z^i \]

the degree distributions of the cyber and physical networks, respectively, where \( \rho_i \) is the fraction of cyber nodes with cyber degree \( i \), and \( \lambda_i \) is the fraction of physical nodes with physical degree \( i \).

To capture the interconnections between the two networks, two more polynomials are needed: one for the physical degree distribution of cyber nodes, and one for the cyber degree distribution of physical nodes. However, in order to simplify the presentation of results, we assume that each cyber node can control a physical nodes, while each physical node is connected to one cyber node. The analysis for the general case of degree distributions could be carried out along the same lines as the analysis in this paper.

B. Initial Disturbance, Contagion, and Healing

Here, we explain our models for the initial disturbance, contagion within each system and between the two, and healing of the physical system by the cyber system. Our methodology, however, could be extended to a wide range of models.

Initial disturbance: We adopt a simple model assuming that each physical node initially fails with a small probability \( \epsilon \), where \( \epsilon \ll 1 \). In this paper, we only consider the initial disturbance for the physical network. The analysis for the case of a cyber attack could be conducted in a similar fashion.

Contagion within physical network: After being defected, a physical node may defect each of its neighbors with probability \( p \). This probabilistic model is commonly used in the literature for a range of applications [19].

Healing of physical nodes: A cyber node heals a physical node if that physical node is its only defected physical neighbor. An example of this could be a control center that has all measurements but one from the power grid, so it must derive the phase or voltage value for the remaining component.

Contagion from physical to cyber system: A cyber node with no functioning physical neighbor will go out of service. A case for this could be an internet server that loses its power supply in a power outage.

Contagion within cyber system: If all cyber neighbors of a cyber node are out of service, then the cyber node itself will go out of service. An example could be an internet server whose neighboring servers have all been disconnected from the network.

C. Message Passing in Cyber-Physical Systems

In our model, the interactions between the nodes are represented by messages. Accordingly, all sorts of contagions and the healing process scenarios explained above could be interpreted in a message-passing framework as follows:

1) Defection (D) message:
interactions in a cyber-physical network. Fig. 1 shows these
Fig. 1: An example of messages in a cyber-physical system.
• A defected physical node sends a defection message D to its cyber neighbors. It also sends a message D to each of its physical neighbors with probability p.
• A defected cyber node sends a D-message to its cyber and physical neighbors.
• A functioning cyber node that cannot heal a physical node sends a D-message to that node.
2) Healing (H) message: A cyber node which is able to heal a physical node sends a healing message H to that node.

Note that these messages are introduced to only capture the interactions in the CPS, while they may not be actually exchanged between the nodes in the underlying networks. However, we use y, u, and w messages to analyze the interactions in a cyber-physical network. Fig. 1 shows these messages.

III. DENSITY EVOLUTION ANALYSIS FOR CYBER-PHYSICAL SYSTEMS

In order to study the impact of an initial disruption, we keep track of D and H messages by employing a technique originally introduced for LDPC codes, called “Density Evolution (DE).” Density of D messages is defined as the fraction of D messages among all the messages exchanged between the nodes in the network. The density evolution finds an iterative equation for this value, referred to as “density evolution equation”. The network heals completely if and only if the density of D messages converges to 0 as the number of iterations grows. By employing the concept of DE in LDPC codes, we obtain a DE equation for the CPS defined in the previous section.

A. Analysis of Message Passing with Time Delays in Cyber Nodes

We now analyze the impact of processing-time delays using message passing in a cyber-physical system. To this end, we employ the definition of time slots. We assume that one iteration in the DE analysis needs a few time slots to be accomplished. One iteration contains the time that is needed for messages to be exchanged between cyber and physical nodes and also processed in cyber nodes. We expect that a cyber node reacts against a failure in a few time slots. We obtain a DE equation assuming that a cyber node needs two time slots to respond to a D message. The density evolution analysis can be similarly extended for more than two time slots.

**Theorem 1.** For the cyber-physical system defined in section II, a density evolution equation for the t-th iteration with a processing delay of two time slots can be obtained as

\[
x(t + 3) = f(x(t), t),
\]

\[
f(x(t), t) = A \times B + C \times [1 - B],
\]

where A, B, and C are given as

\[
A = \left\{ \lambda \left[ 1 - p \left( \lambda \left( 1 - px(t) \right) \times (x(t) - 1) \right) + 1 \right] \right\}
\]

\[
\times \left\{ \lambda \left( 1 - px(t) \right) \times (x(t) - 1) \right\} + 1,
\]

\[
B = 1 - \left\{ \lambda \left( 1 - px(t) \right) \times (x(t) - 1) \right\}^{(a-1)} \times 1 - \rho \left( x(t) \right)^a,
\]

\[
C = 1 - \lambda \left( 1 - p \right). \tag{5}
\]

The system heals if and only if \( x(t + 3) \to 0 \) as \( l \to \infty \) (or equivalently, \( t \to \infty \)).

**Proof:** The proof is a generalization of the one of Theorem 1 in [16]. Here, we give an outline of the proof for the sake of brevity. Let \( x(t), y(t), u(t) \) and \( w(t) \) denote the messages in the t-th time slot (see Fig. 1). If the probability of failure at the beginning of the t-th time slot is \( \epsilon \), then we have \( x(t) = \epsilon \). In the next time slot, according to the model described in Sections II-B and II-C, we have

\[
y(t + 1) = x(t) + \left[ 1 - x(t) \right] \left[ 1 - \lambda \left( 1 - px(t) \right) \right],
\]

\[
u(t + 1) = 1 - \left[ 1 - y(t) \right] \left[ 1 - \rho \left( w(t) \right) \right],
\]

\[
w(t + 1) = \left( y(t) \right)^a, \quad x(t + 1) = y(t + 1), \tag{6}
\]

where \( y(t) = x(t) \), and \( w(t) = (x(t))^a = \epsilon^a \). Similarly, in the \((t + 2)\)-th time slot, we obtain

\[
y(t + 2) = x(t + 1) + \left[ 1 - x(t + 1) \right] \times \left[ 1 - \lambda \left( 1 - px(t + 1) \right) \right],
\]

\[
u(t + 2) = 1 - \left[ 1 - y(t + 1) \right] \left[ 1 - \rho \left( w(t + 1) \right) \right],
\]

\[
w(t + 2) = \left( y(t + 1) \right)^a, \quad x(t + 2) = y(t + 2). \tag{7}
\]

After two time slots for processing the data in a cyber node, the probability of failure of a physical node can be calculated
as
\[
x_1(t + 3) = y(t + 2) u(t + 2) + \left[ 1 - \lambda \left( 1 - px(t + 2) \right) \right] \left[ 1 - u(t + 2) \right].
\] (8)

If we substitute equation (6) into (7) and then the result into (8), equation (2) will be obtained.

In section IV, we will study the impact of processing-time delays on a self-healing cyber-physical network.

B. Steady-State Condition for Cyber-Physical Systems

We now study the behavior of the cyber-physical system against a failure using the developed message-passing framework. After a failure occurs in the network, the message-passing algorithm tracks the failures. It is expected that as the number of iterations increases, the system reaches a steady-state condition that would be either a complete healing or a complete failure. We prove this claim in the following theorem and verify it by simulation results in section IV.

Theorem 2. For the cyber-physical system defined in section II, if the number of message-passing iterations increases \((l \to \infty)\), the system will reach a steady state condition, which is either complete healing state \((x_1(t) \to 0)\) or complete failure state \((x_1(t) \to 1)\).

Proof: We first show that the theorem holds for a simple network. We then extend the arguments to more general networks. To begin with, consider a network with one cyber node and two physical nodes, as shown in Fig. 2a. Let \(\mu_1\) denote the probability of failure for a physical node, then one of the following cases may occur:

\[
\begin{cases}
\binom{2}{0} \mu_1^0 (1 - \mu_1)^2 & \text{Case I: 0 node failure}, \\
\binom{2}{1} \mu_1 (1 - \mu_1) & \text{Case II: 1 node failure}, \\
\binom{2}{2} \mu_1^2 (1 - \mu_1)^0 & \text{Case III: 2 nodes failure}.
\end{cases}
\]

For cases I and III, the system is already in a steady-state condition, as follows. In case I, none of the nodes is affected by the failure and the network is healthy. In case III, two nodes are lost due to the failure. According to Section II-B, if more than one physical node is lost, then the corresponding cyber node cannot heal them. Hence, the physical nodes remain failed and in turn cause the cyber node to fail. Therefore, the network goes into complete collapse. In case II, however, the system would be in a transient condition, which means that the network has neither completely healed nor completely failed. This occurs when a cyber node heals the failed node, but the failed node already propagates the failure to one of its neighbors. The probability of this propagation failure is denoted by \(p\). Hence, there is one failed node in the next state. After the \(l\)-th iteration, the probability of the network to be in a transient condition is

\[
\binom{2}{1} \mu_1 (1 - \mu_1) \left[ (1 - p) (\alpha - 1) \right]^l p^l,
\] (9)

where \(\alpha\) shows the number of physical neighbors for the failed node \((\alpha = 1\) in Fig. 2a). For simplicity, we have assumed that all nodes have the same number of neighbors. As \(l\) grows, the probability above goes to zero. Therefore, the system reaches a steady-state healing condition (case I) or a steady-state collapsed condition (case III).

The assumption of two physical nodes can be extended to \(n\) physical nodes, as shown in Fig. 2b. In the same fashion as above, the probability of transient condition in such a network after the \(l\)-th iteration would be

\[
\binom{n}{1} \mu_1 (1 - \mu_1)^{(n-1)} \left[ (1 - p) (\alpha - 1) \right]^l p^l.
\] (10)

As \(l \to \infty\), the probability of transient condition goes to zero.

We then increase one cyber node to \(m\) cyber nodes by defining clusters. A cluster includes a cyber node and its supporting physical nodes. Fig. 2c, for example, shows two clusters \((m = 2)\). Similar to the previous case where \(m = 1\), the probability of one cluster with \(k\) physical nodes being in a transient condition can be obtained as

\[
\binom{k}{1} \mu_2 (1 - \mu_2)^{(k-1)} \left[ (1 - p) (\alpha - 1) \right]^l p^l,
\] (11)

where \(\mu_2\) is the probability of failure for a physical node in one cluster. Hence, for \(v\) out of \(m\) clusters with one failed physical node, the probability of a transient condition in the entire network after the \(l\)-th iteration would be

\[
\binom{k_1}{1} \mu_2 (1 - \mu_2)^{(k_1-1)} \left[ (1 - p) (\alpha - 1) \right]^l p^l, \times \ldots \times 
\]

\[
\binom{k_v}{1} \mu_2 (1 - \mu_2)^{(k_v-1)} \left[ (1 - p) (\alpha - 1) \right]^l p^l,
\] (12)

where \(k_i, i = 1, \ldots, v\) represents the number of nodes in \(i\)-th cluster. As the number of iterations grows, the transient condition gradually vanishes. In other words, if during one of these iterations all nodes become healthy, then the network stays healthy. Also, if two nodes in one cluster fail during the iterations, then the failures gradually permeate among the nodes in the cluster and then to all nodes in the network.

Therefore, a cyber-physical system with \(m\) cyber nodes and \(n\) physical nodes reaches a steady-state condition.

IV. Simulation Results

To make more sense of the above analysis, we present numerical results for the message passing over a self-healing cyber-physical network. First, we simulate the network for the different number of iterations to understand the behavior of the network against an initial disturbance. Then, we investigate the performance of the self-healing algorithm in the presence of a processing-time delay. To begin with, Fig. 3 shows the performance of the self-healing method for different number of iterations, \(l\). As can be seen, as \(l \to \infty\), the fraction of physical node failures converges to a step function. This
function implies two steady-state conditions that would be either a complete healing or a complete failure scenario in the network. This confirms Theorem II in section III-B. Note that the transition from complete healing to complete failure occurs at a threshold value of the initial disturbance.

Now, we numerically evaluate the findings in section III-A to obtain the influence of processing-time delay on the probability of failure in the CPS. We begin with a processing delay of three time slots. Hence, each iteration can be accomplished in four time slots. Fig. 4a shows the number of time slots needed for the network to reach a steady-state condition. As can be seen, jagged lines occur as a result of the processing time delay. Considering this delay, a cyber node needs $k$ time slots (here, $k = 3$) to respond to the failure. During this time interval, the failure propagates in the physical network and could constantly increase the probability of failure for physical nodes. After the $k$-th time slot in each iteration, however, the network would experience three cases for the probability of failure, depending on the ability of cyber nodes to heal their associated physical nodes:

- **Region I:** Cyber nodes healing ability is diminishing due to the large number of failures in the network, hence, probability of physical failures only increases.
- **Region II:** Cyber nodes are still able to heal their physical nodes, but this is not enough to stop the propagation of failures and change the overall trend. That is, the number of failures at the end of the iteration is still higher than that of the beginning of the iteration.
- **Region III:** Healing ability of cyber nodes outweighs the propagation of failure, leading to complete healing of the network after a few iterations.

The probability that each physical node gets affected by the failure of its physical neighbors, $p$, is decisive to the resiliency of a cyber-physical system. One example of this parameter in power systems could be revealed in protective relays. The mission of protective relays is to sense a fault and initiate a trip, disconnection, or order. Therefore, good relays result in lower probability of failures in a network. The performance of relays, in a very abstract sense, can be mapped to $p$. The influence of $p$ becomes more crucial, when there is a processing time delay for cyber nodes. Fig. 4(b) shows the steady-state behavior of the network for different values of $p$, when the processing time slots is $3$ ($k = 3$). As can be seen, the higher value of $p$ dramatically increases the vulnerability of the network against an initial disturbance. For instance, for $p = 0.3$, network resiliency is almost non-existent against any initial disturbance in the physical network.
networks after an initial disturbance, proving that the network reaches one of the two conditions, either a complete healing or a complete failure. We provided extensive simulation results to study the impact of the processing-time delays of cyber nodes on the resiliency of the network. The results clearly demonstrated the essential need for a quick response from cyber nodes in order to achieve any resiliency in the network.
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V. CONCLUSION

We studied self-healing cyber-physical networks where cyber-nodes’ response to failures in the physical network is delayed. We applied a density evolution analysis that captured the interplay of failure propagation and healing in a closed-form formula. We studied the steady-state behavior of such